Updates

* 2021\_ACL\_Dual\_Encoder\_paper
* Q1. Are embeddings getting updated and same embedding being used during training -->yes
* Q2. During inference, on what basis candidates are fetched --> all concepts trained embeddings are being fetched and stored and at inference time , max score producing candidate embedding is being selected as correct link.
* Q3. What are the initial embeddings being used to calculate distance
* CODE- https://github.com/kingsaint/BioMedical-EL
* 2021\_AAAI\_Latte
* How model is getting trained
* <https://docs.google.com/document/d/1bbvB1GEOn5npmsyLxRVJ_ypGzIVhztMeFgZRUGxUsa8/edit>
* CODE –NOT AVAILABLE
* 2023\_Journal\_Survey\_of\_biomedical\_entity\_linking
* 2021\_NAACL\_clustering\_based\_inference
* Proper video explanation - <https://aclanthology.org/2021.naacl-main.205.mp4>
* CODE - https://github.com/lajanugen/zeshel
* <https://aclanthology.org/2021.naacl-main.205.mp4>